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Recent experiments by Szalai and De Kepper1 performed in open spatial reactors have shown that the rich
variety of dynamic properties of the chlorine dioxide-iodide-chlorite-iodine-malonic acid family of reactions
is far from being exhausted: stable inhomogeneous patterns due to front interactions and transient labyrinthine
structures are now added to the spatial bistability and Turing patterns as possible spatial behavior. The two
latter phenomena, already observed in the chlorine dioxide-iodide (CDI) and the chlorine dioxide-iodide-
malonic acid (CDIMA) reactions, respectively, were kept as limiting cases in the new setup. In this paper, we
numerically analyze an extension of the most detailed available model of the CDI system (Lengyel et al.2)
including a reaction between I2 and MA that comes from the presence of the latter into the flow. The resulting
nine-variable model is simulated in one and two dimensions, taking into account the proper constraints of the
boundary-fed system. The nonequilibrium phase diagram closely follows the results of the experiments of ref
1. In particular, the model reproduces observations on spatial bistability, stationary front interactions, and
Turing patterns. In addition, it predicts a new region of spatial bistability.

1. Introduction

Reactions of chlorite ClO2- or chlorine dioxide ClO2 with
iodide I- and/or iodine I2 in acidic medium with possible
additions of malonic acid MA and complexing agents for
polyiodide, such as starch or poly(vinyl alcohol) (PVA),
constitute an important family (hereafter referred to as the CI
family) that has been the subject of detailed studies during the
past decades. The CI family includes the chlorite-iodide-
malonic acid (CIMA) reaction,3,4 the chlorine dioxide-iodide
(CDI) reaction,2 and the chlorine dioxide-iodine-malonic acid
(CDIMA) variants. They belong to the relatively small group
of chemical reactions that display a rich variety of temporal
and spatial behavior and, at the same time, are fairly well
understood at the chemical level.

The CIMA reaction exhibits transient oscillatory behavior
when it is performed in batch conditions. It has been demon-
strated by Lengyel, Ra´bai, and Epstein5 that there is a subsystem,
driven by the CDIMA reaction, which is responsible for the
oscillations. The most remarkable property of the CIMA and
CDIMA reactions refers, however, to the spatial behavior, as
revealed in experiments performed in open gel reactors. In those
setups, input chemical species are fed into a piece of hydrogel
by diffusion from a boundary in contact with a continuously
strirred tank reactor (CSTR). While the concentrations in the
CSTR are kept at fixed and homogeneous values, stationary
inhomogeneous concentration structures like spots and stripes,
breaking the symmetry of the feeding boundary, can spontane-
ously emerge due to a Turing instability.6-10

The CDI reaction, which contains no malonic acid, can be
considered as a minimum bistable and oscillatory system in the
CI family. In contrast to the previously mentioned reactions,
the CDI only exhibits “clock” dynamics in batch conditions,
that is, a rapid jump to a state close to equilibrium after an
induction time characterized by a low reaction rate. The most
detailed model of the CDI reaction is the eight-variable model

of ref 2. It accounts for the reversibility of some reaction steps
which, compared to simpler models, avoids the iodide concen-
tration falling to unrealistic low values. When the CDI reaction
is operated in an open gel reactor, it gives rise to spatial
bistability (i.e., two different stationary concentration profiles
are stable for the same stationary composition of the CSTR (see
section 2)). The difference between states may be revealed by
the contrast in color densities due to the presence of an iodine
color indicator in the gel (starch or PVA). Thus, the relative
stability of these two stationary stable states can be checked by
following the direction of motion of the chemical fronts
connecting these two states in a same reactor with uniform
spatial constraints. A discussion of the generic mechanism of
spatial bistability and its experimental evidence in the CDI
reaction are presented in refs 13 and 14.

The recent experimental studies of Szalai and De Kepper1

had two purposes: First, these authors investigated the capability
for reactions of the CI family to display stable stationary
concentration patterns resulting from front interactions within
the domain of the control parameter corresponding to spatial
bistability. They also searched for some connection of these
hypothetical stationary inhomogeneous structures with those
arising from the classical Turing mechanism. To this end, they
used the following input species in the CSTR: ClO2, I-, I2,
MA, and PVA, and operated under constant midly acid
conditions. In addition to the role of color indicator, PVA creates
complexes with iodides that are practically immobilized in the
gel. This property is essential in experiments on stationary
pattern formation.10,16-18 Complexation also modifies the ef-
fective kinetics, which increases the domain of bistability at
the expense of the oscillatory domain.14 The concentrations of
MA and I- in the total input flow, respectively [MA]0 and [I-]0,
were selected as the expandable control parameters. This
particular choice has the attractive feature that the well-known
behavior of the CDIMA reaction is exactly recovered as [I-]0

f 0. Besides, on the axis [MA]0 ) 0, the system is close to the
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standard CDI reaction studied in ref 14, except that I2 is not
only produced in the reactor but also present in the input flow.

Our aim in this paper is to frame these experiments within a
detailed model combining the rate laws that are known to
correctly describe the chemistry in the two limiting cases of
the CDI and the CDIMA systems. As we will show, the addition
of one equation to the CDI model to account for the reaction
between I2 and MA is sufficient to closely capture the dynamical
behavior observed in real experiments.

This paper is organized as follows: In section 2, we briefly
review the modeling of the experimental setup and its math-
ematical representation. We also shortly summarize the mech-
anism of spatial bistability and some features of the CDI reaction
that are useful to interpret the results. Section 3 introduces the
simple extension to the model of the CDI that we analyze in
this paper to account for the experiments, as well as the method
and control parameter values used for the integration. In section
4, we report the numerical results and compare them with the
experimental ones. The complete set of rate equations as well
as the kinetic constants and equilibrium parameters used in the
simulations are gathered in the Appendix. The last section is
devoted to our conclusions and opening for future work.

2. Background

In this paper, we consider the set of experiments of ref 1
that were performed in a one-sided fed reactor with an annular
geometry. In this type of reactor, a flat ring of gel that can be
described as a thin circular band is fed by the CSTR along the
outer radius, while the inner radiusRof the gel is kept in contact
with an impermeable wall. The dimensions of the gel are such
that both radii of curvature are much larger than the difference
between them, hereafter referred to as the “depth”, and denoted
by d. Because the thickness of this flat ring is also smaller than
the depth, one can regard the system as two-dimensional, and
consider the feeding boundary to be a line. Thus, in the
mathematical description, we keep only the orthogonal and
tangential directions to the circular feeding boundary. While
the phenomenon of spatial bistability is observed along the radial
direction, the Turing bifurcation breaks the symmetry along the
tangential direction. BecauseR . d, we can neglect the effect
of curvature in the simulations and consider the gel as a
rectangular sheet with periodic boundary conditions in the
direction parallel to the feeding edge.

The numerical simulations assume that the coupled dynamical
equations for the concentrations in the CSTR and in the gel are
respectively given by14

and

whereτ denotes the residence time in the CSTR;ci0, cih, andci

are the concentrations of speciesi, respectively, in the input
flow, in the CSTR, and inside the gel;Di is the corresponding
diffusion coefficient; and thefi’s are the reaction rates. In the
right-hand side of eq 1, the three terms represent the changes
of the concentrations per time unit. The first term gives the
contribution of the reactions. The second one represents the input
and output flows of the species. It contains all the expandable
control parameters of the system, namely,τ and theci0. The
third one represents the feedback of the gel contents on the

CSTR and is proportional to the diffusion flow of the species
through the surface of contact,S. Thus

whereV is the volume of the CSTR andn is the unit vector
orthogonal to the boundary. The strength of this term then
depends on the concentration profile inside the gel and, for a
constant section, on the ratio of volumes of the CSTR and the
gel. Even if the feedback effect can be reduced by making the
volume of the CSTR larger, we decided to keep the real ratio
of volumes and include this feedback in the simulations, except
otherwise stated. It turns out that, under real experimental
conditions, the drag on the CSTR contents due to this term can
be noticeable (the shifts induced in the transition points are larger
than the typical resolution), except for profiles that are almost
flat at the boundary (i.e. when [∇ci]S ≈ 0).

In the mathematical representation of the annular reactor,
proper boundary conditions are periodic in the direction parallel
to the feeding edge and zero flux at the impermeable wall. If
the CSTR state can be computed independently of the gel
(i.e., whenGi ) 0), when solving eq 2, the CSTR state obtained
from eq 1 defines Dirichlet boundary conditions on the gel-
CSTR interface. However, because of the presence of the
feedback, the boundary conditions will have to be constantly
updated in the course of the evolution to correct the concentra-
tions in the CSTR.

Central to this paper is the phenomenon of spatial bistability
that we shortly review here. Spatial bistability is usually related
with autocatalytic chemical reactions that display clock behavior
in closed systems. In batch conditions, such behavior is easily
recognized by the existence of an induction timeτind character-
ized by a low reaction rate, followed by a sharp acceleration
period in which the reaction is ignited and the system essentially
switches to a state which is close to the asymptotic state of
thermodynamic equilibrium. In a CSTR, such a reaction will
display bistability (hysteresis) between an unreacted (or flow,
F) and a reacted (or thermodynamic, T) stationary state, which
is respectively observed for small and largeτ’s compared with
the τind. We denominated the reacted statethermodynamic
because the limit case of a closed system (τ f ∞), where the
sole stationary state is that of thermodynamic equilibrium,
belongs to the same branch as T. In experiments whereτ is
fixed, the hysteresis between both states can also be obtained,
changingτind. This can be acomplished by changing the input
flow of some species that control the activatory process.

Spatial bistability in the gel in contact with the CSTR can be
understood in similar terms as was the “temporal” bistability.
The two time scales that are relevant here areτind andτdif, the
latter being the characteristic time in which fresh reactants are
transported by diffusion from the CSTR to a given point inside
the gel. This time depends on the position, as the square of the
distance to the CSTR boundary. The simplest way to visualize
the phenomenon of spatial bistability is to consider that the depth
d of the gel can be varied, and that the contents of the CSTR
are kept in the F state. If the gel is thin enough so thatτind >
τdif, then, even in those points more apart from the feeding
boundary, the state of the chemical reaction will be close to
that of the CSTR. In other words, at small distances, diffusion
is fast enough compared to the reactions so as to keep all the
gel in essentially the same flow state as that of the contents of
the CSTR (F profile). Ifd is increased, there will be a critical
value where the amount of fresh reactants that are exchanged
by diffusion with the CSTR will be insufficient to keep the flow

∂cih

∂t
) fi(ch) +

(ci0 - cih)

τ
+ Gi (1)

∂ci

∂t
) fi(c) + Di∇2ci (2)

Gi ∝
1
V

Di ∫S∇ci‚n dS (3)
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state close to the impermeable wall whereτind < τdif. Then, the
extent of the reaction will be large in those regions, which will
be in the T state. The state of the gel, where the composition
abruptly changes from the branch F to T somewhere along the
depth, is called the mixed state (M profile), and represents a
chemical front. Across the front, the concentration of some
species usually vary by several orders of magnitude over a short
distance. The corresponding spatial behavior to the hysteresis
loop discussed above is observed for an intermediate range of
d: two different spatial distribution of chemicals (the F and M
profiles) can be stable for the same F state of the CSTR and
exhibit hysteresis as a function of some of the control
parameters. Note that spatial bistability can also be obtained
for a fixedd within a range of other CSTR control parameters.
As we will see, when the CSTR is bistable, not only these two
profiles can coexist for the same values of the controls, but also
a third one, where the CSTR is in the T state (T profile).

The existence of overlapping domains of stability between
two different states in the gel for the same state of the CSTR
admits the generation of a chemical front connecting those states.
This can be accomplished by appropriate initialization of the
system, where contiguous sections of the gel are prepared with
each state. The relative stability can be asserted by looking at
the direction of motion of the interface between them. The
direction of propagation can be reversed by varying the control
parameters. Not only are the reaction and diffusion processes
relevant to determining the motion, but also is the curvature of
the interface, which is in part ruled by the thickness of the
system. The thinner is the gel, the stronger is the influence of
the boundary condition, so that the state of the CSTR (either
the F or the T) becomes more favored.

To establish the link with the particular case of the CDI
bistable reaction, we mention that in the key reaction step, I2 is
produced autocatalytically in a reaction inhibited by the substrate
I-. Thus, it is expected that a domain of spatial bistability will
be obtained along the [I-]0 axis. As mentioned above, we will
consider [MA]0 to be the other bifurcation parameter. In section
4, we will show that, indeed, malonic acid provides the
additional feedback mechanism that decreases the CSTR bista-
bility range. In fact, when [MA]0 is increased, an extra source
of I- at the expense of I2 is introduced, favoring the F state,
and thus collapsing the domain of bistability toward smaller
values of [I-]0. By further increasing [MA]0, the bistability
eventually disappears in a crossing point, giving rise to
oscillations.

3. The Model

The simplest extension to the model of ref 2 for the CDI
system, which takes into account the presence of MA and PVA,
is to add the following reactions:

The empirical rate law of the first equation is well-known, as
well as the parameters at normal temperature (see Appendix
and ref 12). The second equation accounts for the formation of
the PVA-triiodide (SI3-) complex. The comparisons of the
simulations with the experimental results are good enough to
neglect other reactions that are certainly induced by the presence
of MA. The system of rate equations that definefi terms of eqs
1 and 2, as well as the parameters used, are given in the
Appendix.

The construction of the nonequilibrium phase diagram is
mainly performed in 1-D, keeping the direction orthogonal to
the CSTR boundary, because except for the study of Turing
patterns and fronts, where the natural symmetry is broken, the
other direction is irrelevant from the dynamical point of view.
In 1-D, the reaction-diffusion equations are integrated by the
standard method of lines. The time integrator is the Deufhlard
semi-implicit midpoint method for stiff systems.19 When 2-D
computations were necessary, we made use of the code
developed by Hindmarsh et al.20 for stiff systems. In all our
numerical experiments, we fixed the residence time toτ ) 500
s in agreement with the experimental value. The depth of the
gel is 0.5 mm. In the 2-D simulations, the size in the transverse
direction was 1.3 mm for the study of Turing structures and
2.0 mm for the case of fronts. The concentrations of the species
that are kept at a constant nonzero flow have, according to the
experiments, the following input values: [I2]0 ) 1.2 mM,
[ClO2]0 ) 0.2 mM. The total concentration of PVA is
maintained at 10 g/L, a value that was large enough to supress
oscillations in the CSTR in the CDIMA limit and that allowed
for the emergence of a Turing structure. Given that many of
the parameters are not available in the literature at the temper-
ature in which the experiments were performed (4°C), we
decided to use the complete set only available at 25°C (see
Tables 1 and 2). In this way, we do not aim for a quantitative
assessment of the experimental results, but for a test of the
qualitative features of the model using parameters that are fully
consistent with previous measurements.

In the next section, we summarize the results obtained by
the integration of eqs 1 and 2 with reactions terms given by eq
5 and the boundary conditions already discussed.

4. Results

4.1. Phase Diagram in the CSTR.As in the experiments,
the CSTR phase diagram exhibits the standard cross-shaped
features observed for many other bistable reactions.11 When
[MA] 0 ) 0 (the CDI reaction limit), the feed composition is
similar to that used for the studies in ref 14. The only difference
is the presence of I2 in the flow. We found in our calculations
that even small amounts of I2 ([I 2]0 ≈ 10-3 mM) are enough to
suppress the CSTR oscillations previously observed. Neverthe-
less, the essential properties of the CDI reaction, that is, “clock-
dynamics” in batch and steady-state bistability in the CSTR,
are preserved. Because in the CDI system I2 is produced
autocatalytically in a reaction inhibited by the substrate I-, the

TABLE 1: pH-Dependent Constants

K2H ) k2a/[H+] + k2b

K-2H ) k-2aKH2OI+/(KH2OI+ + [H+]) + k-2b[H+]/(KH2OI+ + [H+])
K3H ) k3[H+]/(KHClO2 + [H+])
K4H ) k4[H+]/(KHClO2 + [H+])] × [KH2OI+/(KH2OI+ + [H+])]
K5H ) k5[H+]/(KHClO2 + [H+])
K8H ) k8[H+]
K-8H ) k-8[KH2OI+ + [H+])] 2

K10H ) k10[H+]/(KH2OI+ + [H+])

TABLE 2: Kinetic Constants

KHClO2 ) 2 × 10-2 M k5 ) 106 M-1 s-1

KH2OI ) 3.4× 10-2 M k6 ) 4.3× 108 M-1 s-1

k1 ) 6 × 103 M-1 s-1 k7 ) 1.5× 103 M-1 s-1

k2a ) 1.98× 10-3 M s-1 k8 - 109 M-2 s-1

k-2a ) 3.67× 109 M-1 s-1 k-8 ) 22 M-1 s-1

k2b ) 5.52× 10-2 M-1 s-1 k9 ) 25 M-1 s-1

k-2b ) 3.48× 10-2 M-1 s-1 k10 ) M-1 s-1

k3 ) 7.8 M-1 s-1 ks+ ) 1 × 108 M-2 s-1

k4 ) 6.9× 107 M-1 s-1 ks- 1 s-1

k11 ) 2.0× 101 M-1 s-1 k12 ) 1.0× 104 M-1

MA + I2 f IMA + I- + H+

S + I2 + I- y\z
ks+

ks-
SI3

- (4)
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system is on a T branch at small [I-]0 and on an F branch at
large [I-]0. Transition between branches occurs with hysteresis
at intermediate concentrations. Increasing [MA]0 introduces an
additional source of I- at the expense of I2. This source favors
the F state, which moves the region of bistability to smaller
values of [I-]0, as shown in Figure 1. On further increasing
[MA] 0, the bistability domain eventually terminates at a cross
point, and gives way to a domain of oscillations. This domain,
interposed between the continuation of the T state for lower
values of [I-]0 and that of the F state for higher [I-]0, eventually
disappears for higher [MA]0. Beyond that, a branch smoothly
connecting the states coming from the T and F is then left. To
be consistent with the definition proposed in ref 1, for [MA]0

above the crossing point, we denominate T (F) those states that
are to the left (right) of the dashed line in Figure 1. This line
joins the inflection points of the curves of stationary concentra-
tion values of [I-] as a function of [I-]0, obtained for different
values of [MA]0. When [MA]0 ) 5.14 mM, the production of
[I-] by reaction 4 is so large that the F state extends down to
[I-]0 ) 0. Along the [I-]0 ) 0 axis, the situation corresponds
exactly to the CDIMA system. The same behavior previously
observed in experiments1,10,15 was obtained numerically: two
well-differentiated stationary states for low and high [MA]0

(corresponding respectively to the T and F states) are connected
smoothly without oscillations, thanks to the presence of PVA
in large-enough concentration.

The small amplitude oscillations that were observed experi-
mentally in a narrow domain of [I-]0 even at [MA]0 ) 0 in the
CSTR, but not within the gel, were not found in the computa-
tions.

4.2. Phase Diagram in the Gel.In Figure 2, we show the
computed nonequilibrium phase diagram of space states in the
gel, obtained with the extended kinetic model. Let us first
analyze the behavior for low values of [MA]0 (below the
crossing point in the CSTR) when no major departures from
the pure CDI are expected. Figure 3 shows a typical [I-] profile
in the region denoted by T in Figure 2. The fact that in the
CSTR reactants are not truly exhausted is noticeable here by
the departure from the flat profile that would be obtained if the
contents of the CSTR were in the asymptotic state of thermo-
dynamic equilibrium, a situation where just the diffusion of final
products takes place. Inside the T/M/F domain, three types of
profiles coexist for the same constraints (Figure 4). One of them
is the T profile, obtained by increasing [I-]0 from the T region.
The other two profiles, M and F, correspond to spatial bistability
with contents of the CSTR in the F state. Above the T/M/F-
to-M/F boundary, the contents of the CSTR can be only in the
F state, and just the M/F spatial bistability remains. For still
higher values of [I-]0, the induction time becomes large

compared with the diffusion time even in those regions most
apart from the feeding boundary, so that the F profile becomes
the only stable one. With increasing [MA]0, the three-state region
collapses at the CSTR crossing point, where oscillations also
appear in the gel. Interestingly, as observed in the experiments,
the spatial bistability region enlarges as [MA]0 is increased, and
it is possible to find M/F spatial bistability even far from the
parameter region where the CSTR exhibits bistability. Mono-
stability in the CSTR does not preclude the reaction from being
bistable under the different conditions that are attained inside
the gel.

Furthermore, when [MA]0 is increased above the crossing
point, another set of spatial bistable states is observed for low
values of [I-]0, when the CSTR contents belongs to the

Figure 1. CSTR nonequilibrium phase diagram of the extended model.
T, thermodynamic branch; F. flow branch; B, bistability domain; O,
oscillatory domain. See text for an explanation of the dashed line.

Figure 2. Nonequilibrium phase diagram of the extended kinetic model
in the gel. T and T/T′, respectively, the monostable and spatial bistability
domain in the gel with the CSTR in the T state; F and M/F, idem, with
the CSTR in the F state; T/M/F, domain of coexistence of three
stationary profiles (T, M, and F), when the CSTR is bistable; O, domain
of oscillations in the gel. The T/T′ spatial bistability region partially
overlaps with the Turing domain. Turing spots were observed inside
the hatched area. Above [MA]0 ) 37.2 mM, only the F profile can be
established in the gel (not shown).

Figure 3. Stationary profile in the depth of the gel in the monostable
T region: [I-]0 ) 1 mM, [MA] 0 ) 0. The CSTR is located at the origin.

Figure 4. F, T, and M stationary profiles in the depth of the gel for
[I -]0 ) 2 mM and [MA]0 ) 0. The insert shows the hysteresis loop in
the CSTR: the solid (dashed) line is the sequence of stationary states
increasing (decreasing) [I-]0.
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continuation of the thermodynamic branch (the T/T′ domain in
Figure 2). The T′ profile (Figure 5) is obtained from the F
profile, by decreasing [MA]0 from a state above the dashed line.
Multiple solutions coexisting while the CSTR is in the T state
may seem paradoxical at first glance. However, note that by
adding MA the reaction dynamics becomes more involved, with
an in situ slow source of I- for a given [I-]0 and residence
time. We have indeed moved away from a situation of genuine
thermodynamic equilibrium that is only achievable in the limit
where all the fluxes are zero and after long-enough time. Thus,
at high enough [MA]0, multiplicity of solutions is not forbidden.
Again, note that the T state of the CSTR is not a true equilibrium
state (as can be seen from Figures 3 and 4, the I- ion
concentration drops by 2 orders of magnitude in the gel). As
before, this new domain of spatial bistability T/T′ can exist even
if the CSTR is monostable. Experimentally, spatial bistability
was only observed with the CSTR in the F state.

As in the experiments, a monolayer of Turing spots (Figure
6) is observed in 2-D simulations within the hatched zone of
the phase diagram. The Turing domain already observed in the
“pure” CDIMA reaction ([I-]0 ) 0) extends for values up to
[I-]0 ≈ 0.5 mM. As seen in Figure 2, the domain where we
find spots in the numerical simulations partially overlaps with
the new region of spatial bistability: If the gel is initially
prepared everywhere with the T profile obtained in the 1-D
simulations (Figure 5), it becomes unstable to diffusion in the
orthogonal direction. In other words, in 2-D, the system
undergoes an instability that breaks the symmetry of the initial
condition, which is invariant under translations parallel to the
feeding boundary. On the contrary, the T′ state remains stable
in 2-D. The wavelength of the pattern, which varies from 0.25
to 0.35 mm within the hatched domain, is in good agreement
with those typically measured in the experiments. Interestingly,
by slightly varying some of the parameters, two rows of spots
could also be obtained (Figure 7).

In Figure 8, we present the stationary profiles of [I-] obtained
by fixing [I-]0 ) 1.5 mM and increasing [MA]0. This figure
highlights the effect of reaction 4 on the stationary profiles.
While for [MA] 0 ) 3.0 mM, there is no significant recovery of
[I-], for [MA] 0 ) 4.5 mM, the increase of [I-] close to the
impermeable wall is large. Because low (high) [I-] looks white
(black) in the experiments, a bright region inside two dark ones

Figure 5. Spatial bistability in the continuation of the thermodynamic
branch. Stationary concentration profile of [I-] in the depth of the gel.
Control parameters: [MA]0 ) 2.7 mM and [I-] ) 0 M. The insert
focuses on the region of the gel closest to the CSTR, in linear scale.

Figure 6. Monolayer of Turing spots in the nine-variable model. [I-]
map: full gray scale (maximum black, minimum white). Control
parameters: [MA]0 ) 2.4 mM, [I-]0 ) 0.1 mM. Gel size 0.5× 1.35
mm. CSTR connected at the bottom line. Impermeable wall at top.

Figure 7. Time evolution of [I-] starting from a 1-D stationary profile
with a random perturbation. From top to bottom,t ) 0 s, t ) 500 s,
t ) 1000 s,t ) 2500 s. Conditions are slightly different compared to
the experiments. Control parameters:τ ) 50 s, [I2]0 ) 1.0 mM, [ClO2]0

) 0.2 mM, [I-]0 ) 0 M, [MA] 0 ) 0.7 mM.

Figure 8. Stationary concentration profiles for [I-]0 ) 1.5 mM and
(a) [MA]0 ) 3.0 mM; (b) [MA]0 ) 3.5 mM; (c) [MA]0 ) 4.5 mM;
(d) [MA] 0 ) 5.0 mM; (e) [MA]0 ) 6.0 mM. The figure shows the
recovery effect close to the impermeable wall due to the input flow of
MA, and the transition from the mixed M state to the spatially uniform
flow state as [MA]0 is increased.

[ClO2, I2, I-, CH2(COOH)2] Reaction J. Phys. Chem. A, Vol. 109, No. 7, 20051361



is observed in the gel, parallel to the CSTR, when the recovery
is large enough. As we shall see in section 4.3, front repulsion
is facilitated in this case. For higher [MA]0, the transition from
the mixed M profile to the roughly spatially uniform F one is
achieved.

Finally, we mention that, when [MA]0 > 37.2 mM, the spatial
bistability completely disappears as a function of [I-]0, and only
the F profile can be established in the system. Even if we lack
experimental data to check this result, the tendency observed
in the experiments is similar (i.e., a uniform F profile becomes
favored for high [MA]0).

4.3. Front Interactions. In the study of fronts, we restrict
our investigation to the experimental conditions, and analyze
only those fronts that are possible when the CSTR is in the F
state. The system was initially prepared with an M profile in
some portion to the left (usually one-half the length of the gel)
and the F profile in the rest. In general, after a transient, a fixed
profile moving rigidly to either side should be established, with
the direction of motion depending on the values of [I-]0 and
[MA] 0. Because the feedback term depends on the size of the
variable proportion of gel within the states F or M (a situation
that would have no meaning if the ideal situation of an infinite
system were possible), we set a Dirichlet boundary condition
in the CSTR boundary, and thus neglect the influence of the
(otherwise variable) feedback term in the equations. This
simplifying assumption is a posteriori well-justified, because
the transition boundary between M/F and F does not signifi-
cantly deviate from the boundary determined when the feedback
was accounted for. Moreover, in accordance with the experi-
ments, stationary inhomogeneous structures due to front repul-
sion were found close to this limit. Given that our aim here
was the study of front-front interactions, we also changed the
periodic boundary condition into zero flux. Thus, we examine
the interaction of a front with its mirror image and make the
additional underlying assumption that solutions (fronts) do not
break the symmetry with respect to these boundaries.

In agreement with the experiments, we find that in the M/F
spatial bistability domain, the mixed state finally settles in the
whole gel, except for a thin region of parameters close to the
boundary between M/F and F. In other words, the domain where
the front velocity is reversed is close to this transition limit. If
a repulsive mechanism is able to stabilize front pairs, creating
inhomogeneous stationary structures, these should be observed,
at least close to this “zero velocity” range, where fronts move
slowly. To this end, we made a series of numerical experiments,
keeping the same value of [I-]0 ) 1.2 mM in the CSTR and
varying [MA]0, in a region where all the fronts move slowly to
the right (i.e., M is more stable). The initial condition was
prepared as in the top image of Figure 9. As the front advances
to the right, it starts to “feel” the interaction with its “mirror”
image. The presence of repulsion can be noted by the velocity
decrease. When [MA]0 was such that the M profile looked like
(a) or (b) in Figure 8, the repulsion was insufficient to halt the
fronts. They eventually ended by merging with their mirror
images. Again, in complete agreement with the experimental
results, only when the recovery is noticeable (like in the (c)
profile of Figure 8) and the mixed profile is visualized by a
clear bright stripe, as in Figure 9, the front approaches a stable
equilibrium position at 0.8 mm of its mirror image close to the
0.7 mm measured in the experiments (see Figure 10). The
stability of this asymptotic state was established by rigidly
shifting the front to the right or left in the neighborhood of such
a point (i.e., toward or away from the right boundary, respec-
tively) and checking that the system returns to the same position.

5. Discussion and Conclusions

In this paper, we have shown that the sole addition of eq 4
to the CDI model of ref 2 is enough to capture all the qualitative
aspects of the real experiments on the CI-driven system studied
in ref 1. An exact quantitative comparison was outside the
possible scope because of the lack of data in the literature with
respect to the parameter values at the temperature at which the
experiments were carried out.

Among the new dynamical behavior of the CI family,
stationary and stable inhomogeneous structures maintained by
front-front interactions were observed, in remarkable cor-
respondence with the experiments. This behavior is not seen in
the CDI reaction, probably because in the presence of PVA,
the diffusive transport of I- ions from the CSTR boundary is
slower than of the ClO2-. This introduces a deficiency of I- at
the innermost part of the gel that lateral diffusion through the
front cannot compensate. The introduction of MA makes up
for this deficit through reaction 4, which facilitates the lateral
front repulsion.

Figure 9. Motion of the M/F interface: distribution of [I-] at
consecutive frames (time interval 2× 104 s, evolution from top to
bottom). Full gray scale: maximum black, minimum white. Control
parameters: [I-]0 ) 1.2 mM, [MA]0 ) 7.6 mM.

Figure 10. Time evolution of the position of the tip of the front. The
position is measured from the right border of the gel. At timet ) 7 ×
104, the front was rigidly shifted to the right. Same parameters as in
Figure 9.
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Closely following experimental findings, we obtained spatial
bistability, front interactions, and Turing patterns in similar
regions of the phase diagram. In addition, even noticeable
characteristics such as the large extension of the spatial
bistability region compared to the one of temporal bistability
of the CSTR were captured. It is indeed possible to find spatial
bistability even far from the parameter region where the CSTR
exhibits bistability. Monostability in the CSTR does not prevent
spatial bistability in the gel.

In contrast to the experiments, we have found that the
phenomenon of spatial bistability is not restricted to a region
of parameters where the CSTR contents belong to the flow
branch, but a new domain of bistability with the CSTR in the
continuation of the T branch can also be observed. Even more
interestingly, this region can coexist with the one where Turing
patterns appear. This coexistence has also been recently
sustained in calculations on model equations such as the Gray-
Scott model.21 However, even in this comparatively simple case,
it is unclear if this overlapping implies a close relation between
both phenomena. It would be interesting to proceed with the
investigations along this lines, because while the phenomenon
of the Turing instability has been, up to now, rare in real
chemical reactions, spatial bistability is expected to be a more
generic phenomena in autocatalytic reactions. The results that
we report here correspond only to the fronts observed in the
experiments connecting the F with the M states. More complete
studies of these fronts characterizing asymptotic velocities as a
function of controls and basins of attraction, as well as for those
fronts that are possible in the new region of spatial bistability
(with the CSTR in the T state), are the subject of a work in
progress.
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Appendix

The rate equations that define the extended model are given
by

where [ClO2
-]tot ) [ClO2

-] + [HClO2] (total chlorite), [HOI]tot

) [HOI] + [H2OI] (total [HOI]), and [S]0 ) [S] + [SI3-], the
total concentration of PVA. The values ofks+ andks- are those
used by Rudovics et al. to fit experimental data on Turing
patterns.10 The expressions for the pH-dependent constantsKiH

and the values of the other kinetic constants are gathered in
Table 1 and Table 2, respectively. Note that the last terms added
in the equations for [I-] and [I2] in eq 5 represent the
consumption rate of [MA].
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d[ClO2
-]tot/dt ) k1[I

-][ClO2] - (K3H[I-] + K4H[HOI] tot +

K5H[HIO2])[ClO2
-]tot

d[I-]/dt ) -k1[I
-][ClO2] + K2H[I 2] - K-2H[I-][HOI] tot -

K3H[ClO2
-]tot[I

-] - k6[I
-][HOCl] - K8H[I-][HIO2] +

K-8H[HOI] tot
2 + K10H[HOI] tot[HIO2] - ks+[S][I-][I 2] +

ks-[SI3
-] +

k11[MA][I 2]

1 + k12[I 2]

d[HOCl]/dt ) (K3H[I-] + K4H[HOI] tot +

K5H[HIO2])[ClO2
-]tot - k6[I

-][HOCl] - k7[HOCl][HIO2]

d[HOI]tot/dt ) K2H[I 2] - K-2H[I-][HOI] tot + (K3H[I-] -

K4H[HOI] tot)[ClO2
-]tot + k6[I

-][HOCl] +

2K8H[I-][HIO2] - 2K-8H[HOI] tot
2 + k9[HIO2]

2 -

K10H[HOI] tot[HIO2] (5)

d[I2]/dt ) k1[I
-][ClO2]/2 - K2H[I 2] + K-2H[I-][HOI] tot -

ks+[S][I-][I 2] + ks-[SI3
-] -

k11[MA][I 2]

1 + k12[I 2]

d[HIO2]/dt ) (K4H[HOI] tot - K5H[HIO2])[ClO2
-]tot -

k7[HOCl][HIO2] - K8H[I-][HIO2] + K-8H[HOI] tot
2 -

2k9[HIO2]
2 - K10H[HOI] tot[HIO2]

d[ClO2]/dt ) -k1[I
-][ClO2]

d[SI3
-]/dt ) ks+[I-][I 2][S] - ks-[SI3

-]

d[MA]/d t ) -
k11[MA][I 2]

1 + k12[I 2]
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